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) Comments from Public Knowledge¹

Unlimited Data Collection, Use, and Sharing Amplifies Existing Harms Felt by Marginalized Communities

The National Telecommunications and Information Administration’s (NTIA) call for comments on the intersection of privacy, equity, and civil rights is an important step in continuing the Biden Administration’s priority of promoting equity and increasing support for marginalized communities. Building off the listening sessions hosted by NTIA in December of 2021, Public Knowledge offers its own comments to illustrate the impact of data collection and processing on marginalized groups. These adverse impacts are not relegated to one data type or specific use case; rather the impacts can be felt broadly across the entire ecosystem.

Since the inception of the internet more than two decades ago, the exponential increase in the volume of consumer data collected through the internet and the subsequent exploitation of that consumer data to target advertisements, aid in discrimination, and put consumers at great risk is astonishing. This is because, as then FTC Commissioner Chopra testified at a hearing in 2019, data has unique features that are unlike any other asset in the economic marketplace. Those features are:

*First, it is not a finite resource, like precious metals or minerals.*

*Second, data is not “consumed” in the traditional sense... it can be copied and shared.*

*Third, data gets more valuable as you collect more of it.*
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These three features, plus the fact that data has become so easy to collect and store, mean companies have little incentive to limit their data collection and consumers cannot be expected to effectively fight back against the push to collect more data.\(^5\) The primary reason for all this opaque data sharing is targeted advertising.\(^6\) Targeted advertising is fueled by personal data.\(^7\) The theory of targeted advertising is that by having as much information as possible about your potential customers, you can more effectively spend your advertising dollars. This is why we have seen privacy scandals in almost every sector — from makeup and beauty to weather forecasting, to radio apps.\(^8\) However, the harms of increased data collection and processing are not felt by consumers equally. Data use can oftentimes replicate bias and discrimination that exist in the physical world.

Unfortunately, just putting stricter controls on racial, sexual orientation, gender and religious identity data cannot effectively combat the discriminatory effects of data processing. The context in which the data is collected, as well as the assumptions made about individuals, all can be used to discriminate.

For example, in 2021 a Catholic Substack, The Pillar, was able to out a gay priest using location data collected by the dating app Grindr.\(^9\) While the location data was not identified as
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being the outed priest, using publicly available information and other data purchased from data brokers, The Pillar was able to identify the priest with a high degree of confidence. This public outing forced the priest to resign his position in the Catholic Church. The data that was used for this public outing was not sexual orientation information, rather it relied on tracking the movements and app usage of one person in order to infer their belonging to a marginalized community. And the weaponization of this kind of personal information, oftentimes referred to as doxxing, disproportionately affects the most marginalized among us.¹⁰

Since the Dobbs decision, there has been heightened scrutiny of how period tracking apps collect, use, and retain data.¹¹ While an app like Flo is unlikely to have data about a person’s abortion, or even their pregnancy, it does track whether a user has missed a period. A missing period can be a useful proxy to determine that a woman is pregnant. Flo had promised that data would only be shared to “provide services in connection with the app,”¹² but that was not the case. Flo was sharing health related information, like a user’s pregnancy status, with a variety of third-party marketing and analytics firms. To add insult to injury, the health information being shared with third parties was not being securely transferred. An investigation by the Wall Street Journal made it clear that outside attackers could see the unencrypted health information being transferred from Flo to its third-party marketers, like Facebook.¹³ This free flow of information from Flo meant that law enforcement had easy access, through either sale or surveillance, of
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¹⁰ Access Now, What is doxxing, how it endangers women, and what we can do about it, (Mar. 7, 2022) https://www.youtube.com/watch?v=63GJ00AxZmA.
what women were pregnant and if their pregnancies ended earlier than expected. As states continue to criminalize abortions,\textsuperscript{14} there will be significant incentive to surveil women in order to enable arrests or warrants seeking more information. And that initial surveillance could be predicated on as little information as a missed period noted in an app like Flo. While the collection of this type of data by a period tracking app is useful for women, the downstream effects of having an unregulated data market mean that weaponization of their personal information is likely to occur.

**Algorithmic Decision-Making and Artificial Intelligence Systems Codify Pre-Existing Bias and Inequality**

Another way data can be used to discriminate is through automated decision-making systems, usually referred to as algorithms. Oftentimes algorithms are marketed as being a more scientific or rigorous way to make important decisions; however, this assertion does not match up with reality.\textsuperscript{15} Algorithmic decision-making systems can, and frequently do, suffer from a wide array of deficiencies and biases. There are a variety of reasons that AI systems can “fail.” A system may be assigned a task that is conceptually or practically impossible; it may be the product of an imprecise translation of business objectives;\textsuperscript{16} it may interact with the real world in unexpected ways, with too few risk-mitigation measures; or it may suffer from overstated or misrepresented capabilities.\textsuperscript{17} Additionally, the data on which an algorithm relies may preclude proper performance, if the data is inaccurate, incorrectly coded, fragmented, or incomplete.\textsuperscript{18}


\textsuperscript{17} Inioluwa Deborah Raji, I. Elizabeth Kumar, Aaron Horowitz & Andrew D. Selbst, *The Fallacy of AI Functionality*, 2022 ACM Conference on Fairness, Accountability, and Transparency (2022).

\textsuperscript{18} Sharona Hoffman & Andy Podgurski, *Big Bad Data: Law, Public Health, and Biomedical Databases*, 41 J. Law Med. Ethics 56 (2013); Milena A. Gianfrancesco, Suzanne Tamang, Jinoos Yazdany & Gabriela Schmajuk,
While “prediction” is used loosely in the world of computer science, it carries a specific connotation in conversations among consumers and policymakers: the forecasting of future events. While advances in AI have led to breakthrough performances in a variety of tasks, there are significant limits on the ability of algorithms to predict—in the colloquial sense—future outcomes. For instance, algorithmic models have performed poorly, and no better than two-variable regression models, in predicting recidivism.

Failures of predictive systems in the justice system are particularly perilous. COMPAS, a recidivism risk prediction tool, is used across the nation in pretrial, parole, and sentencing decisions. Researchers at Dartmouth, however, showed that the capabilities of the tool were grossly overstated, and that the performance of the tool was indistinguishable from predictions made by individuals with little to no criminal justice expertise. Most troublingly, analysis by ProPublica “found that black defendants were far more likely than white defendants to be incorrectly judged to be at a higher risk of recidivism, while white defendants were more likely than black defendants to be incorrectly flagged as low risk.” Put simply, countless individuals are required to stay in jail for no other reason than the color of their skin.
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In another use of predictive systems by the justice system, a man in Chicago was targeted for surveillance by the police because an algorithm used by the police department predicted that he was likely to be involved in a shooting. The surveillance attracted attention from his neighbors, who decided he had cooperated with the Chicago police – resulting in him being shot multiple times in the leg. Both of these are examples of racial profiling that has been masked by the latest technology.

These algorithmic systems are prone to perpetuating, and sometimes even amplifying, historical prejudices. As one technologist put it: “Machine learning is like money laundering for bias. It’s a clean, mathematical apparatus that gives the status quo the aura of logical inevitability.”

This is causing real-world harms. Algorithms used to allocate health care have been shown to make different decisions for groups of different races. Algorithms and associated data mining techniques used for employment decision-making risk replicating the biased hiring practices that currently exist, while simultaneously obfuscating scrutiny of harm. Facial recognition software performs differently on people of varying races and genders, and is especially likely to misidentify the gender of women with dark skin. The federal government itself has performed studies that found facial recognition technologies to be less reliable for
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Asian and African-American faces relative to Caucasian faces. This is in part because of the effects of biased, inaccurate, or skewed data, which cause significant harm in many contexts and may be especially pernicious in so-called “predictive policing.”

**Recommendations**

While the first and best step to address these harms should be Congress passing a comprehensive privacy law, it is not the only action that would have beneficial effects. The executive branch and independent agencies could use their authority to start to move the needle. Some examples of this include the Federal Trade Commission’s Advance Notice of Proposed Rulemaking on Commercial Surveillance and Data Security (in which NTIA provided expert comments), Federal Communications Commission’s Notice of Proposed Rulemaking updating and strengthening data breach of customer proprietary network information, and the Equal Employment Opportunity Commission’s guidance on the requirements for using algorithmic assessment for job applicants in accordance with the Americans with Disabilities Act.

But that does not mean more cannot be done. The NTIA is well positioned to be that catalyst of action. NTIA should continue to participate in rulemaking activities by providing expert comment and technical assistance when warranted. NTIA could also encourage other
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agencies\textsuperscript{35} to start rulemaking processes of their own or issue guidance. The slow speed of Congress to address this problem should not hamper the administrative agencies charged with protecting the public. This report is an important first step in what should become a whole government push to protect people’s privacy.