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I. INTRODUCTION & SUMMARY

Public Knowledge is a non-profit public interest organization that advocates for a world where people can use technology to realize their full potential, create authentic communities, and hold the powerful accountable. In our two decades of history advocating on behalf of the public, we have worked to promote freedom of expression, an open internet, and access to affordable communications tools and creative works. Drawing on our experience at the intersection of intellectual property, telecommunications, competition policy, and consumer protection, we hope to provide insight to the Office of Science and Technology Policy about how to align our national priorities for AI to serve the public interest and build a more creative and connected future for all.

Artificial intelligence has the potential to massively transform our relationship with information, communication, work, and even democracy itself. AI enabled tools can help us make sense of the massive amount of data generated by our increasingly digital world, enhance human faculties for reasoning and creativity, and fully or partially automate tasks ranging from drudgery to critical processes in many areas of work and life.

AI’s greatest power, at the moment, is its potential. That potential, if mishandled, could turn destructive, or be monopolized by the powerful and deployed at the expense of the marginalized. Ensuring that AI technology truly enables broad human flourishing will require responsible, democratic stewardship, with principles rooted in long-standing values of equity and universal service. This includes addressing both long-term risks and known, ongoing harms; prioritizing equity and human rights at every stage of the development, deployment, and adoption process, and across the ecosystem as a whole; examining ways to make AI more equitable for creative workers without undermining bedrock principles of copyright law; engaging in ambitious, long-term strategic planning for AI’s impacts on the workforce, including creative workers who serve as the proverbial canary in the coal mine; elevating the role of organized labor as a counterbalance against inequitable deployment of AI systems; promoting competition among AI development; ensuring universal equitable access to AI tools and technology; and establishing an AI “public option.”

II. THE UNITED STATES MUST PRIORITIZE BOTH LONG-TERM PROBLEMS AND INTERVENTIONS TO ADDRESS IMMINENT AND ONGOING HARMs

The web of concerns about the rapid development of AI is both vast and complex, and spread across almost every policy field. Many of these problems predate AI, but are amplified by the scale and speed that the technology can provide. Some (but few) are genuinely new. We applaud OSTP for asking questions that acknowledge this broad range of challenges. In this moment of national attention—whether the changes continue to come fast (as they have in the past year), or whether they are still years away—we need to have long-term policy discussions without sacrificing our ability to discuss and address imminent and even ongoing harms.

The long-term vision of AI is often dominated by conversations around low-probability, high-impact events, such as the emergence of human-like artificial general intelligence (AGI), or the risk of a misanthropic (or orthogonally aligned) AI superintelligence. Alongside this are debates about establishing sustainable, efficient regulation and governance. While it is true that we need to design
and establish these safeguards before the technology outstrips our ability to effectively govern it, these conversations must proceed in tandem with efforts to address existing and emerging harms.

A. AI Safety, Alignment, and the Possibility of AGI (Q1)

There is growing sentiment—fuelled by sudden leaps in generative AI capabilities, including the consensus that large language models (LLMs) exhibit unexpected emergent capabilities—that AGI, or even AI superintelligence, are real possibilities requiring consideration. The prospect of sapient machines has sparked cultural anxieties echoing those of the atomic age, as people attempt to reconcile the promise of tremendous scientific value with the specter of self-annihilation. Advocates for “AI safety” and “AI alignment” frame irresponsible AI development as an extinction-level risk to humanity.

This perspective has deep and broad resonance. A recent statement on existential risk attracted hundreds of AI scientists and other notable signatories, including OpenAI CEO Sam Altman, Bill Gates, and Congressman Ted Lieu. OpenAI has written about existential risk, and Sam Altman testified before Congress in support of regulation designed to set limits on these potentially catastrophic long-term risks posed by unconstrained or irresponsible AI development. It has also driven the popular conception of AI, not only because of science fiction depictions of rogue AI systems (such as HAL from 2001: A Space Odyssey or Skynet from The Terminator), but also because the idea’s simplicity makes it easier to conceptualize than other, subtler forms of AI-driven harms.

The extreme stakes of these issues threaten to overshadow other elements of policy with regard to AI. There is a need to mitigate existential risk and grapple with the society-shaking ramifications of AGI with human-like capabilities, even if these problems are low-probability. However, they cannot be the only priority. We must disentangle these high-impact/low-probability issues from ongoing, tangible, and imminent harms. In fact, dedicated government resources towards ongoing and imminent harms can support greater long term understanding of the technology as it continues to rapidly develop.

B. Expert and Adaptable Government Regulation (Q1, 2, 3, 12, 20)

Because AI technologies have enormous potential to be used for good—or to exacerbate inequality, undermine civil liberties, and supercharge information disorder—oversight and accountability cannot be voluntary. Oversight of these powerful tools cannot be relegated to industry standards, corporate policies, or voluntary certifications. Government must take a leading role; we need expert regulators with the power to identify and prevent AI-based harms; provide accountability; and articulate policies and standards. The development of an innovative, trustworthy, and publicly beneficial AI sector is contingent on having well-informed and flexible regulators. To achieve this end, the United States should adopt a hybrid approach of reliance on our sector specific regulators—who are already deeply embedded in the domains that matter to us most—to avert immediate and anticipated harms, while also cultivating new expertise with a centralized AI regulator that can adapt with the technology to provide a broader view of the full ecosystem.
1. Sector Specific Regulators

As PK noted in a 2018 policy paper on AI regulation, AI will inevitably permeate the jurisdictions of numerous existing government agencies. The twentieth century was marked less by sweeping legislative efforts than by a rise in the number and importance of executive and independent regulators. These regulators address the increasingly intricate and specialized policy challenges arising from an advanced economy. Consequently, there are already well-developed structures for tackling some of the potential risks. Existing sectoral regulators are generally already empowered to identify and deal with harms that flow from the use of AI. Whether it be issues of discrimination against marginalized communities, consumer protection, or health and safety, it must be the clear policy of the United States that the use of new technology like AI does not render an offense “novel” in a way that bypass existing safeguards and protections.

The White House has already taken strides down this road in the wake of the release of the Blueprint for an AI Bill of Rights. An OSTP fact sheet described how numerous departments and agencies are applying their existing powers and expertise to the problems of their domain. For example, the Equal Employment Opportunity Commission (EEOC) and Department of Justice (DOJ) began updating guidance on anti-discrimination policies to account for algorithmic screening technologies, the Consumer Financial Protection Bureau (CFPB) affirmed its longstanding rules about explanatory requirements for adverse financial decisions from creditors, and the Department of Housing and Urban Development (HUD) provided guidance about how AI systems used to screen tenants may violate the Fair Housing Act. The Federal Trade Commission (FTC), DOJ, CFPB, and the EEOC also issued a joint pledge to enforce their respective laws and regulations against harmful automated systems. The FTC has gone even further, with Chair Lina Khan stating in a New York Times OpEd that the Commission’s full competition and consumer protection authority will be used to make sure that “we continue to be the home of world-leading technology without accepting race-to-the-bottom business models and monopolistic control.” These actions highlight that, while the technology may be new, the potential harms or misuse cases are familiar. Discrimination, for example, is still discrimination whether it comes from an AI system or not. Placing a shiny technological veneer over prohibited practices cannot be allowed to thwart the clear jurisdiction of regulators.

This action is necessary, but not sufficient, and should not lull policymakers into complacency. While sector specific regulators are acting based on their existing authorities, they may not always have the resources they need to do their job effectively. Increased staffing, especially with allowances for more technologists, would bolster enforcement efforts. New rules and statutory authority may also be necessary to ensure that regulators can effectively address the issues at play.

This push to address new technology in familiar domains also underscores the value of enabling expert regulators to make reasoned evaluations of the pressing risks in their domain and develop an effective response. Embracing a general standard, like the “sensitive domains” standard in the Blueprint, might seem more parsimonious but could lead to over- and under-inclusion that may hamper effective enforcement by overburdening a regulator unnecessarily in some areas, while inadvertently missing other contexts where the potential harm is significant but only a sector specific regulator might be aware of the issue. For example, communications networks and the paramount rights and values surrounding communications tools are critical to the healthy functioning of our democratic society. These values include free speech and free expression, secure and private
communications, digital equity, localization, access to news and information, universal service, accessibility, consumer choice and competition. Not only is this domain omitted from the Blueprint’s initial list of sensitive domains while the Federal Communications Commission is holding public forums,\textsuperscript{16} but the evolution of communications networks up the internet stack has resulted in multiple calls for an expert regulator for online digital platforms to address these key public interest protections on online platforms, including social media and messaging services.\textsuperscript{20} The integration of AI in these Web 2.0 and 3.0 platforms is replete, and an expert regulator in this sector would inevitably involve research and/or oversight of AI and algorithmic decision making.

2. The Need for An Expert AI Regulator

The term “artificial intelligence” encompasses many different technologies, technical approaches, and use cases. While existing sector specific regulators are well-suited to taking on existing and emerging harms in their own domains, AI technology is too important, wide-ranging, and technically complex to rely on disjointed regulatory efforts. Therefore, Congress must either dramatically expand the jurisdiction of an existing agency, or create a new agency specifically charged to regulate AI.

PK’s 2018 policy paper on AI regulation outlined five key advantages and essential features of an expert AI authority: (1) bolstering sector-specific regulators and confronting overarching policy challenges raised by AI; (2) protecting public values in government procurement and implementation of AI; (3) attracting AI practitioners to civil service, and building centralized and durable AI expertise within government; (4) identifying major gaps in the laws and regulatory frameworks that govern AI; and (5) coordinating strategies and priorities for international AI governance.\textsuperscript{18} These features have only become more critical in the five years since the paper was published. While the paper predates the latest developments in AI technology, its discussion of the importance of the role of an expert AI regulator has only increased in relevance.

While we encourage OSTP to review the 2018 paper in full, a few key points from that paper are directly responsive to questions in the instant proceeding. Questions 24 through 28 ask about how government should approach the implementation of AI technologies for government services and missions.\textsuperscript{19} An important function of an expert AI regulator would be to coordinate standards for government adoption and implementation of AI systems. An expert AI regulator could set, and oversee, standards for the development, acquisition, and ongoing assessment of AI systems across the government. This would create uniformity, ensure that public values are respected, and enhance public trust in government AI systems.

In the intervening five years, it has become even more apparent that an expert federal regulator with rulemaking and enforcement authority is not only necessary, but would in fact be warmly welcomed by key stakeholders including industry leaders like OpenAI,\textsuperscript{20} Google,\textsuperscript{21} and Microsoft.\textsuperscript{22} Moving beyond an intra-governmental coordinating role and into proactive regulation requires both an explicit public interest mandate, and broad authority to allow for agency flexibility.
III. EQUITY, RIGHTS, AND SOCIAL JUSTICE

As AI accelerates many elements of our society, we run the risk of magnifying existing disparities and inequalities. To ensure that AI systems enable us to dismantle, rather than reinforce, systems of oppression and marginalization, they must be designed, built, and deployed with intention and oversight.

A. Mitigating and Eliminating Bias and Discrimination (Q1, 2, 10, 12)

AI systems built using machine learning techniques derive their abilities from exposure to vast repositories of (predominantly human-generated) data. This content is inevitably colored by the bias of its human sources, and too often reflects pervasive social injustices such as racial bias, misogyny, and violence. If unchecked, the biases present in these datasets are replicated and amplified within AI systems, leading to outputs that place the lives and well-being of marginalized individuals in jeopardy. While there may be technical methods of minimizing these problems, the answer to AI bias is not, and cannot be, purely technological. Bias is no mere design bug; it is deeply embedded in the fabric of our society. As a result, responsible AI development requires a more systemic approach that upholds inclusion, representation, and accountability throughout the ecosystem. Affirmative engagement with historically marginalized and underrepresented people and communities is necessary to build inclusive data sets and ensure that AI systems are designed with the needs of diverse communities in mind.

While efforts to counteract bias and discrimination created or enabled by AI systems must be backed by enforceable accountability measures, there is no single intervention point for “solving” bias in AI systems. From flawed datasets to irresponsible deployment practices, combating bias in AI systems will require ongoing intervention throughout the entire ecosystem.

B. Protecting Privacy (Q1, 2)

The lack of a comprehensive federal privacy law is a gaping hole in our increasingly data-driven world, and data-hungry AI systems risk accelerating the erosion of digital privacy rights. We have already seen LLMs leak personally identifiable information and chat histories. But those data breaches are not the only reason AI would benefit from strong privacy protections. Establishing comprehensive protections for privacy, especially related to the collection and use of personal data, would have a profound impact on the AI ecosystem with regard to the data that goes into training models, and about whom those models are able to make inferences. Giving people greater control over who has access to data about them and how it is used would ensure that the influence of AI systems over people’s lives is more transparent and volitional. Restrictions on data brokers and data minimization requirements like those in the proposed American Data Privacy and Protection Act (ADPPA) would provide people long-overdue protection of their privacy and autonomy in an increasingly AI-saturated future.

C. Protecting and Enhancing Democracy from Information Disorder (Q7, 15)

One of the key challenges posed to democracy by AI systems is their ability to further distort the integrity of our news environment. More (and increasingly credible) disinformation will lead to continued declines in citizens’ trust in news and other democratic institutions, as well as having the
potential to create harm and spark violence. Disinformation narratives, whether of domestic origin or foreign, also prevent people—including policymakers—from solving our most pressing problems.

Chat GPT, as one example, has already been described as “the most powerful tool for spreading misinformation that has ever been on the internet.” OpenAI researchers have conveyed their own concerns that their systems could be misused by “malicious actors ... motivated by the pursuit of monetary gain, a particular political agenda, and/or a desire to create chaos or confusion.” Chat GPT and other generative artificial intelligence systems can compound the challenges in our information environment in at least three ways: increasing the number of parties that can create disinformation narratives, making them less expensive to create, and making them more difficult to detect. Traditional cues that alert researchers to false information, like language and syntax issues and cultural gaffes in foreign intelligence operations, will be missing. This isn’t just about AI “hallucinations” — researchers have already proven that clean, convincing news articles, essays and television scripts can be purposefully created using AI. Image generators, like Stability AI’s Stable Diffusion, may undermine the classic entreaty to “believe your own eyes” to determine what is true and what is not.

Although tools are emerging to detect and authenticate whether content is created with AI, and some of the creators of AI systems offer their own, they are imperfect and may be outpaced by developments in the technology itself. It is unlikely these tools would win a technological arms race with motivated generators of disinformation. And some solutions that have been proposed to mitigate disinformation, like digital media literacy, will not be effective when the outputs are so convincing.

IV. PLANNING FOR THE AI ECONOMY

AI has the power to reshape enormous swaths of our economy. We commend OSTP for taking a wide-ranging, proactive perspective on how to address these challenges. To put it simply, we must be able to walk and chew gum at the same time. There are several areas that we think deserve particular attention as policy moves forward: copyright and the future of creative work; competition and openness; universal access to AI tools and datasets; and developing a “public option” for AI.

A. Copyright and the Future of Creative Work (Qs 12, 16, 18, 19, 20, 29)

Generative AI has been a significant source of anxiety among creative professionals. Broadly speaking, AI concerns largely focus on two areas: its intersection with (and potential impact on) copyright law, and its effects on the creative labor market. Although AI raises some limited doctrinal issues around copyright law, it also represents a policy opportunity for lawmakers to structure and direct the use of these tools in the market. The most fundamental question is also the most difficult one: will AI displace creative workers? Sound policy must balance the potential upsides of these new tools against the economic precarity of existing creative workers. Policy—and organized labor—has a role to play in ensuring that creative workers are beneficiaries of generative AI, rather than its victims.

1. Copyright (Q19, 29)

The recent public fascination with AI has been driven in no small part by GAI’s ability to mimic human creativity. Despite the high profile intersections between AI and creative work, copyright by
itself is not a useful policy tool for addressing broader concerns about the job market and creative labor. There are, however, discrete areas where copyright policy and GAI intersect in as-yet-unsettled ways.

a. Copyright and training data

When technology impacts creative fields, the discussion almost invariably starts with copyright law. Many developers use copyrighted material in the process of training their GAI models, leading to anger at what some commentators see as copyright infringement. However, not all unauthorized use of copyrighted work is infringement; fair use provides a limit on infringement liability in many cases. Most uses of copyrighted work for GAI training likely fall under the fair use umbrella. However, it is worth noting that the fair use inquiry is intensely fact-specific, and a fair use finding may depend on (among other variables) the specific learning model at issue and how it was trained. Moreover, it is possible that the adoption of synthetic (as opposed to human-generated) works to train AI may eventually render this a self-limiting problem.

Creators, however, should be given tools to proactively prevent their works from being included in AI training data sets. Though logistically difficult, we feel this is a ripe field for further discussion; many groups are already attempting to solve the “consent problem.” We would, however, caution against any system which, as a primary or second-order effect, limits other forms and purposes of web crawling or scraping, such as historical web archiving or search indexing. Any resulting system must also account for the potential privacy risks posed by some forms of metadata, as well as accommodate other potential fair uses of scraped material.

b. Copyright eligibility for AI-enabled work

Human authorship is a statutory prerequisite for copyright protection. There is broad stakeholder consensus around cases on both ends of the AI spectrum: a work made entirely by artificial intelligence would not be eligible for copyright protection, but a work made by a human author with minimal, non-substantial AI assistance would be. Most cases, however, will fall somewhere in the middle, with no clear answer in doctrine or practice. The Copyright Office has taken the position that any elements of a work generated by artificial intelligence are unprotected by copyright. While doctrinally sound, this raises endless enforcement questions: how can the Office (or other users, who may wish to borrow or re-use unprotectable elements of a work) tell what is and is not human-authored? Should there be labeling requirements at the registration stage, or permanent watermarking requirements that signal to future users what is and is not AI generated? How would litigants prove which parts of a work are attributable to a human author, and which to an AI? What should be the role of metadata, which can potentially pose privacy risks to both creators and end users? Rather than attempt to solve this on purely doctrinal grounds, we encourage OSTP to examine the use of registrability as a policy tool. Registration of a copyrighted work provides numerous benefits to the author, chief among them the ability to bring an infringement suit in federal court. Withholding registration for AI-enabled works would be a useful tool to discourage GAI in disfavored contexts.

Nor is GAI’s legal impact limited to copyright law. GAI imitation of an artist’s likeness is squarely covered by “right of publicity” or name/image/likeness (NIL) laws. However, these currently exist as a patchwork of state-level regulations. A federal right of publicity law could be a strong tool to combat both economic (unfairly capitalizing on a public figure’s likeness) and disinformation harms posed by
GAI. There is also growing consensus among creative stakeholders around the need for such a federal law; as such, we encourage the OSTP to further investigate this route.

Finally, it is important to note that copyright law does not protect artistic style. This is by design; protection for a “style” would prove unworkably broad, severely curtail freedom of expression, and be fundamentally un-administrable either by the courts or by the current registration apparatus. The administration should resist calls to extend copyright law to broad stylistic traits.

2. The future of creative work (Q18, 20)

Creative workers already face an unstable and unfavorable labor market. The market for creative work tends toward monopsony; buyers and publishers are highly concentrated, and wield significant price-setting power against a large (and largely diffuse) sea of independent suppliers. In many creative industries—including fiction writing and music—these workers are considered independent contractors by default, with no ability to organize or collectively bargain. They experience higher-than-average unemployment rates and lower-than-average incomes. To these workers, generative AI tools pose a significant risk of economic displacement, as certain kinds of complex creative work—such as video game asset design and book cover art—are being “streamlined” by AI tools in lieu of human creators.

In the short- to medium-term, generative AI provides the greatest benefit to larger, concentrated purchasers of creative work. One need look no further than the Copyright Office roundtables; while major trade organizations have offered uncharacteristically mild statements about AI and its role in the creative process, independent creators have raised the alarm about potential job displacement. In addition to enhancing productivity, AI allows major labels, publishers, and other major entertainment companies the ability to flood an already-crowded market with low-cost alternatives, “sure thing” bets, such “new” music from deceased artists, or cheap sequel scripts to existing franchises. Any regulations designed at intervening in the market must ensure that those productivity gains are enjoyed primarily by the creative workers, rather than being used to solely enhance the balance sheets of employers, as has happened in the past.

Collective labor has a significant role to play in shaping how market forces utilize AI, both in creative fields and more generally across the market. The ongoing strike by Writers’ Guild of America West is an useful illustration of how workers concerned about strategic use of AI could result in a significantly worse deal for their members. By negotiating contract terms that clearly delimit the scope, scale, and context of AI usage by studios, WGA has sought to craft a solution that will allow creative workers to share in the benefits of AI, while protecting them from the worst of its potential harms.

AI is, as noted above, a wildly diverse tool with a range of applications we cannot fully imagine today. Its use and role in the economy will continue to grow and evolve. The government has a critical and central role to play; it is rarely, however, the “first to know” of new developments. Because of this, we believe that the best “first responders” to the evolving role and use of AI are the workers whose jobs are directly impacted. We believe that organization among workers should be widely encouraged not only for its own sake, but as a way to check irresponsible growth and mismanagement of a tool that has the ability to fundamentally reshape the economy.
B. Competition and Innovation (Q 29)

Safeguarding competition to preserve innovation and user choice will be essential to guard against the kind of consolidation that has plagued online platforms. Gatekeeper power allows Big Tech platforms to control the marketplace where they also compete. The adoption of a new technology can sometimes be an inflection point where there's an opportunity for new companies to gain share and unseat dominant incumbents. However, through acquisitions, partnerships, monopoly leveraging, or in some cases, healthy competition, incumbents have so far been able to weather previous inflection points like the shift to mobile. We should watch closely to ensure that today's tech incumbents don't use necessary inputs like data and computing power to pick winners and losers in AI. This might look like withholding access to computing power (at any price) unless a potential AI competitor gives an equity stake in their company to the cloud provider.

There are significant barriers to entry and incumbency advantages in AI, so we may see increasing pressures towards a consolidated market structure. As that happens, market participants will benefit greatly from non-discrimination protections like those in the American Innovation and Choice Online Act. For example, LLMs in particular may become a powerful tool for recommending products and services, and ensuring that models remain fair will be essential to protecting consumers and preserving competitive markets.

Finally, the open-source AI sector has an important role to play in ensuring vigorous competition and maintaining innovation and should be protected from efforts to enclose AI research. One of the most computing-intensive parts of the process is pre-training, when the model is created, but much of the important work happens in training, which doesn't require as much computing power. Open-source models can obviate the need for that compute-intensive pre-training stage and give potential competitors a head start, freeing them from needing special relationships with a cloud provider to access huge amounts of computing power. At least one such open-source model is already available, with more undoubtedly on the way. This may facilitate entry into the AI sector by smaller competitors and supercharge innovation and competition in AI by lowering capital costs and helping new entrants bypass existing incumbents in the cloud space.

C. Universal Access, Public Support for AI and a Public Option for AI (Q10, 12, 16, 29)

As with other transformative technologies like electricity, telephone, and (most recently) internet access, we must champion the value of universal access to AI technology. This could take many forms, depending on how AI technology continues to develop as a tool, but universal access should serve as a north star in guiding AI policy, when relevant. Like power and communications technology before it, AI technology will serve society best when it is shared broadly, empowering people and their communities in new ways.

The United States should support AI research to secure the transformative promise of AI technology and ensure that AI systems align with our values. The United States should also consider models for how it might develop a public option for AI: a publicly accessible AI foundation model funded, provisioned, and governed by a democratically accountable entity in the public interest.

The United States intends to commit considerable resources towards AI development. The National Artificial Intelligence Research Resource “presents a unique and critical opportunity to” design
in' the standards for responsible AI research practices and governance processes that uphold our priority to develop and harness these groundbreaking technologies in a manner that reinforces our Nation's democratic values and Americans' personal freedoms.” Acting on the NAIRR Task Force’s recommendations would allow the United States to support AI research while ensuring AI development aligns with our national priorities and principles.

Policymakers should also consider how public computational resources, datasets, and expert oversight would enable not just public-private partnerships or academic research, but also present the opportunity to develop publicly owned and operated AI systems. The idea of a “public option” for AI has been promoted and discussed by various experts as an opportunity to put these powerful technologies squarely in the public sector, rather than rely on profit-driven private actors. Rooted in the notion that the government could exercise stewardship over a shared data commons, or through its investment in publicly-funded computational resources, a public option for AI would provide a competitive alternative to private models.

Public foundational models or AI systems could be leveraged, not just for research, but to ensure that the public has the benefit of access to potent AI technologies and that AI is built and deployed consistent with democratic values. For example, companies developing Large Language Models (LLMs) “make decisions with huge consequences for democracy, but little democratic oversight. We don’t hear about political trade-offs they are making. Do LLM-powered chatbots and search engines favor some viewpoints over others? Do they skirt controversial topics completely? Currently, we have to trust companies to tell us the truth about the trade-offs they face. A public option LLM would provide a vital independent source of information and a testing ground for technological choices with big democratic consequences.”

V. Conclusion

The field of AI is rapidly evolving, and holds both promise and potential risks. The decisions we make now regarding our priorities are crucial for shaping its future. We thank the Office of Science and Technology Policy for the opportunity to comment in this proceeding to help shape these priorities to place the United States on a path to a safe, responsible, diverse, and prosperous relationship with AI technology.
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